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Painful events establish opponent memories: cues that precede pain are remembered negatively, whereas cues that follow

pain, thus coinciding with relief are recalled positively. How do individual reinforcement-signaling neurons contribute to

this “timing-dependent valence-reversal?” We addressed this question using an optogenetic approach in the fruit fly. Two

types of fly dopaminergic neuron, each comprising just one paired cell, indeed established learned avoidance of odors that

preceded their photostimulation during training, and learned approach to odors that followed the photostimulation. This is

in striking parallel to punishment versus relief memories reinforced by a real noxious event. For only one of these neuron

types, both effects were strong enough for further analyses. Notably, interfering with dopamine biosynthesis in these

neurons partially impaired the punishing effect, but not the relieving after-effect of their photostimulation. We discuss

how this finding constraints existing computational models of punishment versus relief memories and introduce a new

model, which also incorporates findings from mammals. Furthermore, whether using dopaminergic neuron photostimula-

tion or a real noxious event, more prolonged punishment led to stronger relief. This parametric feature of relief may also

apply to other animals and may explain particular aspects of related behavioral dysfunction in humans.

[Supplemental material is available for this article.]

Behavior is largely tuned to reinforcers: animals often act to
minimize exposure to punishment and maximize gain of reward.
A fundamental property of reinforcers is that their effects are
double-faced (Konorski 1948; Solomon and Corbit 1974; Solomon
1980; Wagner 1981): an event that is “punishing” triggers a posi-
tive affective state of “relief” at its offset. Those cues that coincide
with or precede punishment are subsequently avoided (in fruit
flies: Tanimoto et al. 2004; Yarali et al. 2008; Vogt et al. 2015);
they potentiate startle behavior (in rats and man: Andreatta et al.
2010, 2012) and are verbally reported as having negative emotion-
al valence (in man: Andreatta et al. 2010, 2013). In contrast, those
cues or contexts that concur with the relieving cessation of
punishment are subsequently approached; they attenuate startle
and can—depending on the paradigm—be verbally rated as emo-
tionally positive (Tanimoto et al. 2004; Seymour et al. 2005;
Yarali et al. 2008; King et al. 2009; Andreatta et al. 2010, 2012,
2013, 2016; Vogt et al. 2015) (see Gerber et al. [2014] for a cross-
species review; see Supplemental Fig. S1 for a meta-analysis of fly
data). Likewise, cues that are learned as predictors for a reward
versus its termination are, respectively, acted upon appetitively
versus aversively (Hellstern et al. 1998; Felsenberg et al. 2013).

Understanding this timing-dependent valence-reversal is crucial
for comprehending how behavior is molded by reinforcers.

In the fruit fly Drosophila melanogaster, memories about odors
that predict electric shock punishment versus relief at shock-offset
have been compared to each other in terms of parametric features,
genetic effectors andmolecularmechanisms aswell asneural circuits
(Yarali et al. 2008, 2009; Yarali and Gerber 2010; Diegelmann et al.
2013b; Niewalda et al. 2015; Appel et al. 2016). So far, however, a
detailed account of the neural circuit only exists for punishment
memory (for reviews, see Heisenberg 2003; Gerber et al. 2004;
Owald and Waddell 2015; Hige 2018). During odor→ electric
shock training, the odor evokes combinatorial patterns of activity,
first across the olfactory sensory neuron and then the projection
neuron layers (for reviews, see Fiala 2007; Gerber et al. 2009;
Masse et al. 2009; Wilson 2013). Projection neurons, in addition
to innervating the lateral horn, side-branch onto the mushroom
bodies, where Kenyon cells (KC) sparsely code for odors (Turner
et al. 2008; Honnegger et al. 2011; Campbell et al. 2013; Barth
et al. 2014). Electric shock on the other hand, by as yet unidentified
means, activates particular dopaminergic neurons, which target
large sets of KC at defined compartments along their axons
(Schwaerzel et al. 2003; Riemensperger et al. 2005; Tanaka et al.
2008; Mao and Davis 2009; Cohn et al. 2015). Only in those KC7These authors contributed equally to this work.
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that respond to the trained odor, does the odor-evoked rise in intra-
cellular Ca++ concentration coincide with the shock-induced acti-
vation of G-protein-coupled dopamine receptors (Han et al.
1996; Kim et al. 2007). This coincidence is detected by Type 1
adenylate cyclase (AC) (Connolly et al. 1996; Zars et al. 2000;
McGuire et al. 2003), resulting in cAMP synthesis (Tomchik
and Davis 2009) and downstream molecular events, including
Protein kinase A activation (Gervasi et al. 2010) and possibly
Synapsin phosphorylation (Diegelmann et al. 2013a; Niewalda
et al. 2015). This eventually leads to a modification of the output
synapses at the respective compartments (Hige et al. 2015).
When the trained odor is encountered again, owing to these
modified Kenyon cell output synapses, it activates the particular
downstreammushroom body output neurons (MBONs) to a differ-
ent extent than before, tipping the behavior with respect to this
odor in favor of avoidance (Séjourné et al. 2011; Aso et al. 2014b;
Bouzaiane et al. 2015; Hige et al. 2015; Owald et al. 2015). For fly
relief memory, the requirement for dopaminergic or other mono-
aminergic signaling has remained unclear, probably as a result of
the poor signal-to-noise ratio of the behavioral scores (Yarali and
Gerber 2010). Importantly, however, just as for punishment mem-
ory, for relief memory, the site of memory formation also seems to
be the mushroom body, as both kinds of memory impairment in
flies lacking the presynaptic protein Synapsin are fully rescued by
restoring this protein only to the KC (Niewalda et al. 2015; see
also Supplemental Fig. S2). Commonmechanisms for punishment
and relief memories have been postulated by two different compu-
tational models, based, respectively, on spike-timing-dependent
plasticity (STDP) (Drew and Abbott 2006) and coincidence detec-
tion by Type 1 AC (Yarali et al. 2012). In both of these models, a
single cellular source of dopamine suffices to reinforce both pun-
ishment and relief memories. In line with this, Aso and Rubin
(2016) (see also Saumweber et al. [2018]) made the striking obser-
vation that artificial stimulation of just one paired dopaminergic
neuron in the fly brain can establish learned avoidance of odors
that precede it and learned approach to those that follow it.
Thus, these dopaminergic neurons, identified in various nomen-
clatures as PPL1-01, PPL1-γ1pedc, or MB-MP1 (Table 1) implement
timing-dependent valence-reversal.

Here, we revisited timing-dependent valence-reversal by
fly dopaminergic neurons. Of the four candidate dopaminergic
neuron-types we looked at, photostimulation of the PPL1-01 neu-
rons and to a lesser extent the PPL1-06 neurons led to learned
avoidance and learned approach for odors that, respectively,
preceded and followed photostimulation, in striking parallel to
punishment and relief memories reinforced by electric shock. We
characterized the PPL1-01-reinforced opponentmemories in terms
of their strength and stability over time, as well as dependence on

intact dopamine biosynthesis in these very neurons. Furthermore,
we found that, whether using PPL1-01 neuron photostimulation
or electric shock, prolonged punishment led to a larger relief effect.
Our results constrain fly circuit models of punishment versus relief
memory, and may inspire research on reinforcement processing
and its behavioral consequences in rodents and humans.

Results

Using the Split-Gal4 driver MB320C (Hige et al. 2015), we ex-
pressed the blue-light-gated cation channel channelrhodopsin-2-
XXL (chop2-XXL; Dawydow et al. 2014) in the dopaminergic
PPL1-01 neurons, thus rendering them receptive to blue light.
Flies were trained and tested “en masse” (Fig. 1A; Supplemental
Fig. S3). During training, a control odor was presented alone, while
a trained odor was paired with pulses of blue light with an
onset-to-onset interstimulus interval (ISI) that was varied across
groups. Negative ISIs meant that the trained odor started before
the blue light; positive ISIs that the order was reversed. After a sin-
gle episode of training, the flies were given a choice between the
two odors. Associative memory scores were calculated on the basis
of the preferences of two subgroups of flies trained and tested with
swapped roles for two chemicals as the control and trained odor to
reflect learned avoidance (<0) or approach (>0) cleared of any in-
nate response bias toward either of the two odors. The memory
scores of MB320C;chop2-XXL flies nonmonotonically depended
on the ISI (Fig. 1B-left, statistical reports for all experiments are
given in the figure legends). When the trained odor was presented
long before the blue light (ISI =−115 sec), the flies showed neither
learned avoidance nor approach. When the trained odor came
shortly before the blue light or overlapped with it (ISI =−15 or
0 sec), it was subsequently strongly avoided. Learned behavior
gradually turned from avoidance to approach as the trained odor
followed the blue light (ISI = 60, 80, 120, or 200 sec). As the time
interval from the blue light to the odor lengthened (ISI = 360
sec), this learned approach diminished. Since the blue light is
visible to the flies and may in itself be reinforcing to them, it was
important to ask whether after optimally timed odor→ blue light
or blue light→ odor training the scores of the experimental geno-
type significantly differed from those of the genetic controls, as
was indeed the case (Fig. 1B-right). This allowed us to conclude
that photostimulation of the PPL1-01 neurons establishes learned
avoidance versus approach for odors that precede versus follow it
(Aso and Rubin 2016).

Although the real-world meaning of PPL1-01 photostimula-
tion to the flies is elusive, the timing-dependent opponent memo-
ries reinforced by it are in striking parallel to punishment versus

Table 1. Selected punishment-signaling dopaminergic neuron types are listed along with cell numbers, alternative nomenclatures, the
presently used Split-Gal4 drivers and key references

Neuron type
# of neurons per
brain hemisphere

Alternative
nomenclature(s)

Split-Gal4
driver Selected references

PPL1-01 1-2 PPL1-γ1pedc
MB-MP1

MB320C Tanaka et al. 2008; Krashes et al. 2009; Aso et al. 2010b; Aso et al. 2012b;
Plaçais et al. 2012; Aso et al. 2014bb; Aso et al. 2014a; Hige et al. 2015a,b;
Aso and Rubin 2016b; Perisse et al. 2016; Plaçais et al. 2017

PPL1-03 1 PPL1-γ2α′1
MB-MV1

MB099Cc

MB296B
Tanaka et al. 2008; Aso et al. 2012b; Plaçais et al. 2012; Aso et al. 2014aa;
Hige et al. 2015a,b; Aso and Rubin 2016b; Felsenberg et al. 2017

PPL1-06 1 PPL1-α3 MB630B
MB099Cc

Aso et al. 2014a; Hige et al. 2015a; Masek et al. 2015; Aso and Rubin
2016a,b; Takemura et al. 2017b

PAM-12 9-23 PAM-γ3
MB-M2

MB441B Tanaka et al. 2008; Aso et al. 2014aa; Yamagata et al. 2016b

aThe respective Split-Gal4 drivers were generated in these studies.
bThese studies reported the punishing effects of the thermo- or photostimulation of the respective neurons.
cThis driver additionally targets the PPL1-05 neurons, not shown on the table. The targeting of PPL1-06 neurons by this driver is weak and conditional on the effector used.
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Figure 1. Timing-dependent valence-reversal by PPL1-01 neurons. (A) Two subgroups of flies were trained and tested in parallel (for details see
Supplemental Fig. S3). For each subgroup, a control odor was presented alone, while a trained odor was paired with pulses of blue light with an
onset-to-onset ISI. Negative ISIs meant that the trained odor started before blue light; positive values meant that the order was reversed. Between the
subgroups, the roles of two chemicals (gray and white clouds) as the control and trained odor were swapped. Approximately 20 min after training,
both subgroups were given the choice between the two odors, and an associative memory score was calculated based on their preferences to reflect
learned avoidance (<0) or learned approach (>0). (B) The Split-Gal4 driver MB320C was used to express chop2-XXL in the PPL1-01 neurons and, as de-
tailed in A, flies were trained only once and then tested. (Left) Memory scores of MB320C;chop2-XXL flies depended on the ISI (KW-test: H = 89.71, d.f. = 9,
P < 0.0001, N = 15, 15, 12, 12, 13, 19, 69, 19, 24, 32), gradually turning from negative scores when the trained odor preceded the blue light to positive
scores when the trained odor followed the blue light. (Right) After odor→ blue light training (ISI =−15 sec), the memory scores of the experimental ge-
notype MB320C;chop2-XXL were more negative than those of the genetic controls MB320C and chop2-XXL, indicating learned avoidance (U-tests:
MB320C;chop2-XXL versus MB320C: U = 1.00, P = 0.0003; MB320C;chop2-XXL versus chop2-XXL: U = 1.00, P = 0.0003; N = 12, 8, 8). In contrast, after
blue light→ odor training (ISI = 80 sec), the experimental genotype had more positive scores as compared to the genetic controls, indicating learned ap-
proach (U-tests: MB320C;chop2-XXL versus MB320C: U = 384.00, P < 0.0001; MB320C;chop2-XXL versus chop2-XXL: U = 753.00, P = 0.0185; N = 69,
24, 31). (C) MB320C;chop2-XXL flies were trained and tested as detailed in A, except that electric shock was used instead of blue light and training was
repeated six times with ∼15 min intervals. Approximately 20 min after this repetitive, spaced odor→ electric shock training (ISI =−15 sec), memory
scores were significantly negative, indicating learned avoidance (OSS-test: P < 0.0001, N = 19). In contrast, repetitive, spaced electric shock→ odor training
(ISI = 40 sec) led to significantly positive scores, reflecting learned approach (OSS-test: P = 0.0352,N = 16). For electric shock→ odor training, ISI = 40 sec was
chosen as an optimum based on previous studies (Supplemental Fig. S1). (D) Flies were trained and tested as detailed in A, except that the training was
repeated six times, with ∼15 min intervals. (Left) Approximately 20 min after repetitive, spaced odor→ blue light training (ISI =−15 sec), scores of
MB320C;chop2-XXL flies were significantly more negative than those of the genetic controls, indicating learned avoidance (U-tests: MB320C;
chop2-XXL versus MB320C: U = 0.00, P = 0.0002; MB320C;chop2-XXL versus chop2-XXL: U = 0.00; P = 0.0003; N = 11, 9, 8). This learned avoidance
was about half as strong as that after parametrically equivalent training with odor→ electric shock as presented in C. Approximately 20 min after repetitive,
spaced blue light→ odor training (ISI = 80 sec), MB320C;chop2-XXL flies had significantly more positive scores than the genetic controls, indicating learned
approach (U-tests: MB320C;chop2-XXL versusMB320C: U = 0.00, P < 0.0001;MB320C;chop2-XXL versus chop2-XXL: U = 0.00, P < 0.0001;N = 12, 10, 10).
This learned approach was about six times as strong as that after the parametrically equivalent electric shock→ odor training as presented in C. (Right)
Approximately 24 h after repetitive, spaced odor→ blue light (ISI =−15 sec) or blue light→ odor (ISI = 80 sec) training, the scores of MB320C;chop2-XXL
flies did not differ from those of the genetic controls, suggesting complete decay of both kinds of memory established the day before (U-tests: ISI =−15
sec: MB320C;chop2-XXL versus MB320C: U = 27.00, P = 0.4134; MB320C;chop2-XXL versus chop2-XXL: U = 25.00, P = 0.5254; N = 9, 8, 7; ISI = 80 sec:
MB320C;chop2-XXL versus MB320C: U = 48.00, P = 0.9097; MB320C;chop2-XXL versus chop2-XXL: U = 31.50, P = 0.4772; N = 10, 10, 8). See
Supplemental Figure S4 for significant learned avoidance in MB320C;chop2-XXL flies ∼24 h after repetitive, spaced odor→ electric shock training. Box
plots show the median, 25% and 75% and 10% and 90% quartiles as midline, box-boundaries and whiskers, respectively. * and ns indicate significance
and lack thereof in U- or OSS-tests, where α was adjusted with a Bonferroni–Holm correction to keep the experiment-wide type I error rate at 0.05.
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relief memories reinforced by a real noxious event, electric shock
(Tanimoto et al. 2004; Yarali et al. 2008; see also Supplemental
Fig. S1). Nevertheless, one might argue that the offset of PPL1-01
photostimulationmimics a food reward, especially given that inhi-
bition of certain other dopaminergic neurons can be rewarding
(Yamagata et al. 2016). In the present set of experiments, this is
unlikely, as fully satiated flies approached odors that followed
PPL1-01 photostimulation. Reward memories reinforced by food
on the other hand typically depend on starvation (Gruber et al.
2013). Also, the rewarding effects of dopaminergic neuron photo-
stimulation or -suppression have been observed in starved flies
(Ichinose et al. 2015; Yamagata et al. 2015, 2016) and to the extent
tested do not apply to satiated flies (Liu et al. 2012). In the light of
this reasoning, we considered the timing-dependent opponent
memories reinforced by PPL1-01 neurons to be punishment versus
relief memories.

When electric shock is used as a reinforcer, training must
be repeated to establish even weak relief memory (Yarali et al.
2008). Nonetheless, MB320C;chop2-XXL flies showed small but
significant learned approach toward the odor after only one blue
light→ odor pairing (Fig. 1B). This prompted us to compare the re-
inforcement potencies of electric shock versus PPL1-01 photo-
stimulation using repetitive training. When MB320C;chop2-XXL
flies were given repeated odor→ blue light pairings, the resulting
learned avoidance was only about half as strong as that after
repeated odor→ electric shock pairings (compare Fig. 1C versus
Fig. 1D-left). Strikingly, however, after multiple blue light→ odor
training episodes, the learned approach of MB320C;chop2-XXL
flies was about sixfold stronger than that after multiple pairings
of electric shock→ odor (compare Fig. 1C; Supplemental Fig. S1
versus Fig. 1D-left). In comparison to electric shock, photostimula-
tion of PPL1-01 neurons thus acted as a moderate punishment,
whereas the relieving after-effect of this stimulation was massive.

With electric shock as a reinforcer, even multiple training
episodes spaced with pauses establish relatively short-lived relief
memory, which decays within 24 h (Diegelmann et al. 2013b).
We tested whether the strong learned approach in MB320C;
chop2-XXL flies upon repetitive spaced blue light→ odor training
(Fig. 1D-left) could persist up to 24 h. This turned out not to be the
case (Fig. 1D-right). Furthermore, learned avoidance in MB320C;
chop2-XXL flies upon repetitive spaced odor→ blue light training
was also completely lost within 24 h (Fig. 1D-right). In contrast,
matched experiments using electric shock as a reinforcer yielded
weak but significant 24 h-punishment memory (Supplemental
Fig. S4). Thus, photostimulation of PPL1-01 neurons in general
reinforced short-term memories, but not longer-lasting ones.

Several dopaminergic neuron types other than PPL1-01 have
been reported to reinforce olfactory punishment memories when
artificially stimulated (Aso et al. 2010, 2012; Aso and Rubin 2016;
Yamagata et al. 2016; Takemura et al. 2017). This raises the ques-
tion whether these neurons too implement timing-dependent
valence-reversal. To address this we used appropriate Split-Gal4
drivers to express chop2-XXL, respectively, in the dopaminergic
neurons PPL1-03 (alone or together with another dopaminergic
neuron type, PPL1-05), PPL1-06 or PAM-12 (Table 1; Fig. 2A). In
each experiment the experimental genotype-scores were compared
to those of the respective genetic controls after either repetitive
odor→ blue light or blue light→ odor training (Fig. 2B–D). Figure
2E provides an overview by comparing the memory scores of
each experimental genotype to a common pooled data set for all
genetic controls, including also the data from Figure 1D-left regard-
ing PPL1-01. Repetitive odor→ blue light training resulted in
overall positive memory scores in control flies (Fig. 2B–E), which
may reflect a mildly rewarding effect of the blue light per se for
the flies. Importantly, similar to the case with PPL1-01 (Fig.
1D-left), when PPL1-03, -06 or PAM-12 neurons were targeted,

repetitive odor→ blue light training led to learned avoidance as
compared to the control scores (Fig. 2B–E). Upon repetitive blue
light→ odor training, no consistent learned behavior was found
in control flies (Fig. 2B–E), whereas targeting the PPL1-06 neurons
resulted in learned approach (Fig. 2C,E) that was significant albeit
markedly weaker than that found upon targeting PPL1-01 neurons
(Figs. 1D-left, 2E). Thus, all candidate dopaminergic neuron
types tested indeed signaled punishment. If their signals were to
some extent additive, this could potentially explain why photosti-
mulation of any individual neuron type was not as potent as elec-
tric shock in reinforcing punishment memory. Of these four
punishment-signaling neuron types, only two, PPL1-01 and to a
lesser extent PPL1-06 implemented a timing-dependent reversal
to relief. Previously, Aso and Rubin (2016) have observed clear
timing-dependent valence-reversal only with respect to PPL1-01
neurons, whereas such an effect has remained inconclusive for
the PPL1-03 neurons and has not been studied for PPL1-06 or
PAM-12 neurons. In our experiments as well as in previous studies
(Aso et al. 2010, 2012, 2014b; Hige et al. 2015; Aso and Rubin 2016;
Yamagata et al. 2016; Takemura et al. 2017), the differences in the
strength of punishment (or relief) memories reinforced by the
photostimulation of various dopaminergic neuron types could
well be due to different levels of effector expression supported by
the drivers used. Alternatively, the temporal dynamics of punish-
ment (or relief) signaling might differ between dopaminergic neu-
ron types, calling for a full characterization of ISI-learned behavior
functions for each dopaminergic neuron type.

Interestingly, while relief memory scores obtained using elec-
tric shock as a reinforcer have a notoriously poor signal-to-noise
ratio (Fig. 1C; Supplemental Fig. S1), hindering analysis of this
type of memory (Yarali and Gerber 2010; Appel et al. 2016), those
obtained by PPL1-01 photostimulation were massive (Fig. 1D-left).
We reasoned that this may be due to the prolonged photostimula-
tion of the PPL1-01 neurons in our experiments, since the optoge-
netic effector we used, chop2-XXL, is characterized by a long
open-state (Dawydow et al. 2014). This prompted us to study the
effect of punishment duration on the timing-dependent opponent
memories, for which we used two complementary approaches.

In a first approach, we used real electric shock as punishment.
Wild-type flies were repetitively trained with ISI varying across
groups. Electric shock was delivered either as four pulses evenly
distributed over ∼15 sec or as 12 pulses spread out over ∼60 sec.
Thus the two conditions differed in terms of the number of shock
pulses, the net duration of shock and the total period over which
punishment was administered. Both 4- and 12-pulses of electric
shock reinforced learned behavior that depended on the ISI (Fig.
3-top and -middle). Comparing the ISI-learned behavior functions
between the two conditions (Fig. 3-bottom), we indeed observed
that with more pulses of electric shock distributed over a longer
period, conditioned approach was possible with a wider range of
ISIs and was generally stronger. Two additional data sets provided
further support for the conclusion that prolonged punishment led
to stronger relief memories (Supplemental Fig. S5).

In a second approach, we used PPL1-01 photostimulation as
punishment. The optogenetic effector chop2-XXL used in the
previous experiments has a notoriously long open-state life-time
(Dawydow et al. 2014), whereas the recently introduced chop2-
XXM is faster-closing (Scholz et al. 2017). Experiments in frog
oocytes as well as various types of fruit fly neuron suggest that
following a brief, seconds long pulse of blue light, a chop2-XXL-
expressing cell will remain depolarized for several tens of seconds,
while a chop2-XXM-expressing cell will return to resting state after
a few seconds (Dawydow et al. 2014; Scholz et al. 2017). Although
these two chop2 variants are yet to be directly compared to each
other in fly central nervous system neurons, we hypothesized
that they may enable us to photostimulate PPL1-01 neurons
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for different durations with the same brief blue light presentation.
Flies expressing either chop2-XXLor -XXM in the PPL1-01neurons
were thus given repetitive training, while the ISI between odor and
the blue light was varied across groups. Regardless of the optoge-
netic effector used, the memory scores varied significantly with
the ISI, highlighting the timing-dependent opponent memories
(Fig. 4-top and -middle). Interestingly, when chop2-XXL was

used, the range of ISIs supporting learned approachwasmuchwid-
er, and learned approach was generally much stronger (Fig. 4-bot-
tom). This supported the hypothesis that even with a brief blue
light application, chop2-XXL enabled a prolonged stimulation of
the PPL1-01 neurons and that the offset of this prolonged stimula-
tion acted as a potent relief signal, stronger than that induced by
the offset of a real electric shock. More important, using either real

A

B

C

E

D

Figure 2. Probing for timing-dependent valence
reversal by PPL1-03, -06 or PAM-12 neurons. (A)
The dopaminergic neuron types PPL1-01, -03, -06,
and PAM-12 are sketched, respectively, in black,
purple, pink, and green to show their cell body po-
sitions and the regions they innervate in the mush-
room body (see also Table 1). The γ, α′/β′, and α/β
lobes of the right mushroom body are sketched in
light, darker, and yet darker gray, respectively.
Please note that PPL1-01 neurons in addition inner-
vate the mushroom body peduncle, not shown on
the sketch. (B) (Left) The Split-Gal4 driver MB099C
was used to express chop2-XXL in the PPL1-03
and -05 neurons. Upon repetitive odor→ blue
light training, MB099C;chop2-XXL flies had more
negative memory scores compared to genetic
controls, indicating learned avoidance (U-tests:
MB099C;chop2-XXL versus MB099C: U = 0.00,
P = 0.0009; MB099C;chop2-XXL versus chop2-XXL:
U = 4.00; P = 0.0039; N = 8, each). In contrast,
upon repetitive blue light→ odor training, the
scores of the MB099C;chop2-XXL flies did not
differ from those of the controls (U-tests: MB099C;
chop2-XXL versus MB099C: U = 30.00, P = 0.8748;
MB099C;chop2-XXL versus chop2-XXL: U = 18.00;
P = 0.1562; N = 8, each). (Right) The Split-Gal4
driver MB296B was used to express chop2-XXL
in the PPL1-03 neurons. Repetitive odor→ blue
light training led to more negative scores in the
MB296B;chop2-XXL flies than in the genetic
controls, indicating learned avoidance (U-tests:
MB296B;chop2-XXL versus MB296B: U = 0.00,
P = 0.0009; MB296B;chop2-XXL versus chop2-XXL:
U = 0.00; P = 0.0015; N = 8, 8, 7). In contrast, upon
repetitive blue light→ odor training, the scores of
the MB296B;chop2-XXL flies were not different
from those of the controls (U-tests: MB296B;
chop2-XXL versus MB296B: U = 14.00, P = 0.0661;
MB296B;chop2-XXL versus chop2-XXL: U = 27.00;
P = 0.6365; N = 8, each). (C) The Split-Gal4 driver
MB630B was used to express chop2-XXL in the
PPL1-06 neurons. Repetitive odor→ blue light train-
ing led to more negative scores in the MB630B;
chop2-XXL flies than in the genetic controls, indi-
cating learned avoidance (U-tests: MB630B;
chop2-XXL versus MB630B: U = 38.00, P = 0.0193;
MB630B;chop2-XXL versus chop2-XXL: U = 49.00,
P = 0.0440; N = 14, 12, 13). Upon repetitive blue
light→ odor training, the MB630B;chop2-XXL
flies had more positive scores than the genetic con-
trols, indicating learned approach (U-tests:
MB630B;chop2-XXL versus MB630B: U = 121.00,
P = 0.0128; MB630B;chop2-XXL versus chop2-XXL:
U = 135.00, P = 0.0203; N = 21, 22, 22). (D) The
Split-Gal4 driver MB441B was used to express
chop2-XXL in the PAM-12 neurons. Repetitive
odor→ blue light training led to more negative
scores in the MB441B;chop2-XXL flies than in the
controls, indicating learned avoidance (U-tests:
MB441B;chop2-XXL versus MB441B: U = 18.00,
P = 0.0021; MB441B;chop2-XXL versus chop2-XXL:
U = 14.00; P = 0.0010; N = 13, 11, 11). Upon repet-

itive blue light→ odor training, the MB441B;chop2-XXL scores tended to be more positive than those of the controls; this effect, however, did not reach
significance (U-tests: MB441B;chop2-XXL versus MB441B: U = 141.00, P = 0.3700; MB441B;chop2-XXL versus chop2-XXL: U = 116.00; P = 0.0977; N =
19, 18, 18). (E) To provide an overview of the data in Figures 1D-left, 2B–D, the memory scores of all experimental genotypes are shown in comparison
to a data set for genetic control scores pooled across experiments. Box plots, * and ns as in Figure 1.
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electric shock or dopaminergic neuron photostimulation, the same
rule applied: more prolonged punishment led to stronger relief.

The next question we asked was whether the opponent rein-
forcement signals mediated by the PPL1-01 neurons rely equally
on dopamine within these very neurons. To address this question,
we used the Split-Gal4 driverMB320C to express chop2-XXL in the
PPL1-01 neurons, either alone or together with an RNAi construct
to knockdown Tyrosine hydroxylase, the rate-limiting enzyme
for dopamine biosynthesis (TH-RNAi; Riemensperger et al. 2013;
Rohwedder et al. 2016). In two independent experiments using

different odor concentrations, upon repetitive odor→ blue light
training, the MB320C;chop2-XXL,TH-RNAi flies showed learned
avoidance that was about half as strong as that of the MB320C;
chop2-XXL flies (Fig. 5A-left,B; see also Supplemental Fig. S6B).
This difference in punishment memory scores between the two
genotypes was unlikely to be due to differences in learning ability
because of genetic background, leaky expression of TH-RNAi or
the insertion of the TH-RNAi transgene per se, as effector control
flies chop2-XXL versus chop2-XXL,TH-RNAi performed equally
well when trained as above, but with real electric shock as re-
inforcer (Fig. 5A-right). Thus, intact dopamine biosynthesis in
the PPL1-01 neurons was indeed necessary for full-fledged punish-
ment memory reinforced by these very neurons. Interestingly,
upon repetitive blue light→ odor training, learned approach was
equally strong in both genotypes used (Fig. 5A-left,B; see also
Supplemental Fig. S6B), providing no evidence for a requirement
for dopamine biosynthesis in the PPL1-01 neurons in order for
them to reinforce relief memory and suggesting that these neurons
may rely on another neurotransmitter for this function. If dopami-
nergic versus other neurotransmission from these neurons were
differently sensitive to photostimulation, this may explain why
PPL1-01 photostimulation was overly potent in reinforcing relief
memories but only moderately so in reinforcing punishment
memories.

Discussion

A painful event leaves behind two opponent memories: cues that
precede pain or overlapwith it are remembered negatively,whereas
cues that follow pain and thus coincide with relief are recalled pos-
itively. Using the fruit fly, we asked whether and how this timing-
dependent valence-reversal in associative memory may be rooted
in the properties of the individual reinforcement-signaling dopa-
minergic neurons. We considered four candidate types of fly dop-
aminergic neuron. Photostimulation of each indeed established
learned avoidance of odors that preceded it. Interestingly, just
two of these neuron types, PPL1-01 and -06, each comprising
only one neuron per brain hemisphere, established learned ap-
proach to odors that followed their photostimulation. Only in
the case of the PPL1-01 neurons, both effects were strong, allowing
further analysis. Most notably, intact dopamine biosynthesis in
PPL1-01 neurons turned out to be required for their full-fledged
punishing effect; whereas no evidence for such requirement was
foundwith respect to the relieving after-effect of their photostimu-
lation. This finding cannot be trivially accommodated by the two
computational models so far proposed for explaining punishment
versus relief memories.

In Yarali et al.’s model (2012), during training, electric shock-
induced dopamine transiently activates the Type 1 AC, resulting
in a baseline amount of cAMP production in all KC, leading to
modification of their output synapses to a downstream avoidance
circuit. Odor-induced Ca++ accelerates either the activation or the
deactivation of AC depending on its timing relative to dopamine.
Thus, odor→ electric shock versus electric shock→ odor training
result in, respectively, above versus below base-line levels of
cAMP production and plasticity in the trained odor-coding KC.
This, in a choice test translates to learned avoidance versus
approach. This model is compatible with existing data on punish-
ment memory and explains relief memory at the same time.
However, it relies on dopamine for both kinds of memory, and
thus cannot account for our finding that when reinforced by a
single dopaminergic neuron, these differ in their requirements
for dopamine signaling from that neuron.

In Drew and Abbott’s model (2006), odors induce rigorous
and persistent spiking activity in KC, while electric shock activates

Figure 3. More electric shock pulses delivered over a longer time lead to
stronger relief. Wild-type flies were trained and tested as in Figure 1C,
while the ISI was systematically varied across groups and the electric
shock was delivered in four pulses spread across 15 sec or as 12 pulses
within 1 min. Whether using 4 or 12 pulses of electric shock, the
memory scores depended on the ISI (KW-tests: top, four pulses: H =
33.57, d.f. = 3, P < 0.0001, N = 12, 12, 36, 12; middle, 12 pulses: H =
61.42, d.f. = 5, P < 0.0001, N = 12, 11, 12, 24, 12, 12). The median
memory scores under both conditions plotted on a common ISI-axis
make a comparison possible (bottom): the number of electric shock
pulses did not significantly influence the strength of learned avoidance
(U-tests: ISI =−15 and 0 sec: U = 61.00 and 43.00, P = 0.5444 and
0.1661), although 12 electric shock pulses seemed to establish learned
avoidance with a wider range of ISIs (U-test: ISI = 40 sec: U = 103.00, P =
0.0074). Learned approach, in contrast, was both more pronounced
and was possible with a larger ISI-range when a higher number of electric
shock pulses were spread across a longer time (U-test: ISI = 80 sec: U =
55.00, P = 0.0030). See Supplemental Figure S5 for two supporting data
sets. Box plots as in Figure 1.
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a postsynaptic MBON. Given a baseline synaptic strength and a
STDP rule, the synapses from the trained odor-coding KC to the
MBON are modified in opposite directions upon odor→ electric
shock versus electric shock→ odor training, which pertain to op-
posite sequences of pre- and postsynaptic spiking. Since the
MBON is assumed to drive olfactory behavior, this translates
into opposite learned behaviors. As odor-induced spiking in KC
is likely weak and brief (Turner et al. 2008; Honegger et al.
2011); and MBON-spiking is dispensable for the modification of
KC-to-MBON synapses during punishment training (Hige et al.
2015), this model is weak in explaining punishment memory. It
could explain relief memory, provided a strong and persistent
MBON-response to electric shock. This in principle could be medi-
ated by the recently discovered dopaminergic neuron-to-MBON
connections (in larvae: Eichler et al. [2017]; in adults: Takemura
et al. [2017]; see also Sitaraman et al. [2015]). Based on such

connections, once an olfactory memory
has been formed, dopaminergic neuron
activity at test would be expected to im-
pair learned behavior by driving the
MBON to a ceiling and precluding its
differential response to the trained versus
control odors. Indeed when we estab-
lished punishment or relief memories
usingPPL1-01photostimulation, addition-
ally activating these neurons at test par-
tially impaired the scores (Supplemental
Fig. S6A). Interestingly, for this effect
of PPL1-01 neurons at test, just like their
ability to reinforce relief memory at
training, we found no evidence for a re-
quirement for dopamine biosynthesis
in these very neurons (Supplemental
Fig. S6B). This may suggest an additional
neurotransmitter at work at the dopami-
nergic neuron-to-MBON connections,
supported also by the multiple types of
synaptic vesicle found in dopaminergic
neurons (Eichler et al. 2017; Takemura
et al. 2017).

The punishment versus relief dichot-
omy has been studied not only in flies,
but also in mammals. When rats are
given electric shock→ light cue training,
the cue subsequently attenuates a typi-
cal fear-behavior, the acoustic startle
(Andreatta et al. 2012). The formation of
relief memory requires intact neuronal
activity, dopamine D1-, NMDA-, and
endocannabinoid-receptor signaling in
the nucleus accumbens (Mohammadi et
al. 2014; Mohammadi and Fendt 2015;
Bergado Acosta et al. 2017a,b), while its
consolidation requires accumbal protein
synthesis (Bruning et al. 2016), and its re-
trieval relies on neuronal activity and
dopamine D1-receptor signaling in the
same brain region (Andreatta et al. 2012;
Bergado Acosta et al. 2017a). Interesting-
ly, in a parallel humanparadigm, retrieval
of relief memory is accompanied by activ-
ity in the ventral striatum (Andreatta et al.
2012). Supporting the role of the mam-
malian mesolimbic dopamine system in
relief memory, rats fail to associate a par-
ticular place with pharmacologically in-

duced relief from ongoing pain when dopamine release in the
nucleus accumbens is hindered (Navratilova et al. 2012). Learned
place preference is in turn established by pairing a place with arti-
ficial inhibition of midbrain (dopaminergic) neurons (Schultz
2016). Thus, mammalian midbrain (dopaminergic) neurons,
which aremost notable for reward processing, seem also to process
relief, although the way these neurons deal with punishment re-
mains a matter of controversy (for reviews, see Schultz 2007,
2016; Bromberg-Martin et al. 2010; Navratilova et al. 2015). Both
activations and inhibitions in themidbrain have been found in re-
sponse to punishment. Some studies have related the activations to
sensory impact rather than negative valence or have attributed
them to nondopaminergic neurons, concluding that the
“valence-related” response of midbrain “dopaminergic” neurons
to punishment is inhibition only (Ungless et al. 2004; Fiorillo
et al. 2013a,b). Others have assigned punishment-induced

Figure 4. More prolonged punishing photostimulation of PPL1-01 neurons leads to stronger relief.
The Split-Gal4 driver MB320C was used to express either the fast-closing, blue-light-gated cation
channel chop2-XXM (gray) or its slow-closing variant chop2-XXL (black) in PPL1-01 neurons. Flies
were trained and tested as in Figure 1D-left, while ISI was systematically varied across groups. In both
MB320C;chop2-XXM and -XXL flies, memory scores depended on the ISI (KW-tests: top, using
chop2-XXM: H = 38.13, d.f. = 6, P < 0.0001, N = 11, 10, 17, 12, 16, 10, 10; middle, using chop2-XXL:
H = 52.10, d.f. = 5, P < 0.0001, N = 11, 9, 9, 9, 16, 16). The median memory scores of both genotypes
plotted on a common ISI-axis make a comparison possible (bottom): the type of optogenetic effector
used did not significantly affect the strength of learned avoidance (U-test: ISI =−15 sec: U = 44.00,
P = 0.2934). Learned approach, however, was more pronounced and was possible with a larger
ISI-range when chop2-XXL was used (U-tests: ISI = 40, 80 and 360 sec: U = 15.00, 0.00, and 0.00,
P = 0.0014, <0.0001, and <0.0001). Box plots as in Figure 1.
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activations versus inhibitions to distinct subsets of midbrain (dop-
aminergic) neurons (Brischoux et al. 2009; Matsumoto and Hiko-
saka 2009). Noteworthy is that, some of the (dopaminergic)
neurons inhibited by punishment respond to punishment-offset
by a rebound activation (Brischoux et al. 2009; Wang and Tsien
2011), probably resulting in dopamine release and activation at tar-
get areas (Budygin et al. 2012; Navratilova et al. 2012; Becerra et al.
2013). This rebound dopaminergic neuron activity is indeed an at-

tractive candidate reinforcement signal for relief memory forma-
tion in mammals. This concept can also be applied to the fruit
fly, yielding a new working model.

In this model (Supplemental Fig. S7), electric shock acts on
the interplay of two dopaminergic neurons, “X” and “Y,” each in-
nervating all KC but at different subcellular compartments along
their axons. Critically, these dopaminergic neurons mutually
inhibit each other as recently suggested by physiological data
(Cohn et al. 2015), most likely through indirect connections.
During training, when electric shock is presented, this activates
dopaminergic neuronX,which in turn inhibits dopaminergic neu-
ron Y to below its baseline level. If the odor is presented at this
time, as in odor→ electric shock training, only in those KC that
respond to this odor and only at the particular compartment that
receives dopamine from X, the coincidence of the two signals trig-
gers modification of the KC output synapses to a corresponding
MBON (MBON I) in such a way as to enable future learned avoid-
ance. Upon the cessation of electric shock, the activity of X drops
back to its baseline level and thus its inhibition on Y is lifted. A
critical assumption of the model is that this results in rebound ac-
tivation in Y. If the odor is presented at this time, as in electric
shock→ odor training, only in those KC that respond to this
odor, and only at the particular compartment that receives dopa-
mine from Y, the coincidence of the two signals triggers modifica-
tion of the KC output synapses to a different MBON from the one
mentioned above (MBON II), in such a way as to enable future
learned approach. This model not only agrees with the existing
data on punishment memory, but can also accommodate our
present key findings: artificial stimulation of X will indeed suffice
to reinforce both punishment and relief memories, the former
directly by X and the latter indirectly, through Y. Furthermore,
if the inhibition between X and Y relies not on dopamine but on
another transmitter, the punishmentmemory established through
Xwill indeed require dopamine biosynthesiswithinX,whereas the
relief memory will need dopamine not in X, but in Y.

The charm of this model is its applicability and testability in
both fruit fly and mammalian systems. Comparative analyses
of the punishment versus relief dichotomy across phyla can yield
and refine overarching models like this one, particularly suited
for technological application. Such analyses can also aid our under-
standing of each separate system. In the fruit fly, for example, we
found that whether using a real noxious event such as electric
shock or the artificial stimulation of an appropriate dopaminergic
neuron such as PPL1-01, prolonged punishment leads tomore pro-
nounced relief. This parametric feature of relief may apply also to
rodents or even humans andmay explain certain aspects of related
dysfunction, such as the typically drawn-out nature of self-cutting
in nonsuicidal self-injury, which may aim at yielding a stronger
state of relief (Franklin et al. 2013).

Materials and Methods

Drosophila melanogaster were kept in mass culture on standard
cornmeal-molasses food at 60%–70% relative humidity and 25°C
temperature under a 12 h: 12 h light: dark cycle. For the memory
assays, 1- to 3-d-old adults were collected in fresh food bottles
and kept under the same culture conditions except at 18°C temper-
ature (25°C in Fig. 3), at least overnight and atmost until they were
4-d-old. Experimental and control genotypes in Figures 1, 2, 4, 5;
Supplemental Figures S4 and S6 were treated likewise but kept in
darkness throughout.

The Split-Gal4 driver strains MB099C, MB296B, MB320C,
MB441B, and MB630B were from the Fly Light Split-GAL4 Driver
Collection, gift of G. Rubin, HHMI Janelia Research Campus.
Detailed information on these can be found on the respective
database (http://splitgal4.janelia.org/cgi-bin/splitgal4.cgi) as well
as in Aso et al. (2014a); Hige et al. (2015); and Aso and Rubin

A

B

Figure 5. PPL1-01-reinforced opponent memories differ in their dopa-
mine biosynthesis requirement in these neurons. (A) (Left) The Split-Gal4
driver MB320C was used to express chop2-XXL either alone or together
with an RNAi construct targeting Tyrosine hydroxylase (TH-RNAi) in the
PPL1-01 neurons. Flies were trained and tested as in Figure 1D-left, but
using lower odor concentrations. Upon repetitive odor→ blue light train-
ing, MB320C;chop2-XXL,TH-RNAi flies had significantly less negative
scores as compared to MB320C;chop2-XXL flies, indicating an impair-
ment in learned avoidance (U-test: U = 60.00, P = 0.0187, N = 15, 16).
This impairment was not complete, as each genotype had significantly
negative scores (OSS-tests: P = 0.0074 and 0.0005). Upon repetitive blue
light→ odor training, the memory scores were not different between ge-
notypes (U-test: U = 95.00, P = 0.3328, N = 15, 16), and when pooled
they were significantly positive, indicating learned approach (OSS-test:
P < 0.0001). (Right) The chop2-XXL effector control flies, with or without
the additional TH-RNAi effector, were trained and tested using electric
shock instead of blue light. Upon repetitive odor→ electric shock training,
the scores did not differ between the genotypes (U-test: U = 92.00, P =
0.1809, N = 16, each) and were significantly negative when pooled, indi-
cating learned avoidance (OSS-test: P < 0.0001). (B) Experiment in A-left
was repeated but with higher odor concentrations. Upon repetitive
odor→ blue light training, the MB320C;chop2-XXL,TH-RNAi flies had sig-
nificantly less negative scores compared to the MB320C;chop2-XXL flies,
indicating an impairment in learned avoidance (U-test: U = 145.00, P =
0.0503, N = 18, 25). This impairment was not complete, however, as
each genotype had significantly negative scores (OSS-tests: P = 0.0001,
each). Upon repetitive blue light→ odor training, the memory scores
were not different between genotypes (U-test: U = 96.00, P = 0.9450,
N = 14, 14), and when pooled they were significantly positive, indicating
learned approach (OSS-test: P < 0.0001). See Supplemental Figure S6B
for a supporting data set. Box plots, * and ns as in Figure 1.
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(2016). The effector strains UAS-chop2-XXL and UAS-chop2-XXM
were gifts from R. Kittel, University of Würzburg. Their properties
were reported in Dawydow et al. (2014) and Scholz et al. (2017).
The double-effector strain UAS-chop2-XXL,TH-RNAi was generat-
ed using UAS-chop2-XXL and UAS-TH-RNAi strains
(Bloomington Stock Center #25796; Riemensperger et al. [2013];
Rohwedder et al. [2016]). In order to obtain experimental geno-
types, females of the effector strains were mated to males of the
driver strains. Driver controls were generated by mating females
of a white null-mutant strain (w1118; Hazelrigg et al. 1984) to
the males of the respective driver strains, whereas effector controls
were the progeny of females of the respective effector strains and
males of a strain bearing an enhancerless Gal4 insertion (Hampel
et al. 2015; Hige et al. 2015; Aso and Rubin 2016).

Memory assays took place at 23°C–25°C temperature and
60%–80% humidity. Training took place in red light, test in dark-
ness (for Fig. 3; Supplemental Fig. S5, white room light was used
throughout). As odorants, 50 µL benzaldehyde (BA) and 250 µL
3-octanol (OCT) (CAS 100-52-7, 589-98-0; both from Fluka) were
applied undiluted to 1 cm-deep Teflon containers of 5 and 14
mm diameter, respectively. In Figure 5A, the odors were diluted
100-fold in paraffin oil (AppliChem, CAS: 8042-47-5). The flies
were trained and tested en masse, in cohorts of ∼100. We used ei-
ther one or six repetitions of training as depicted in Supplemental
Figure S3. At time 0:00 min, the flies were gently loaded into the
experimental setup (CON-ELEKTRONIK). From 4:00 min on,
the control odor was presented for 15 sec. Blue light or electric
shock were applied from 7:30 min on (from 6:30 min on for the
ISI = 360-sec group in Fig. 1B and throughout Fig. 4). In those
experiments where electric shock duration was varied (Fig. 3;
Supplemental Fig. S5), the offset of electric shockwas kept constant
across groups, while the onset was adjusted accordingly. To apply
blue light, we used 2.5 cm-diameter and 4.5 cm-length hollow
tubes, with 24 LEDs of 465 nm peak wavelength mounted on the
inner surface. These tubes fitted around transparent training tubes
harboring the flies. Blue light was applied as four pulses, each
1.2-sec long and followed by the next pulse with a 5 sec
onset-to-onset interval. The absolute irradiance in the middle of
the training tube during blue light pulses was 200 µW/cm2 as
measured with an STS-VIS Spectrometer (Ocean Optics). To apply
electric shock, we used training tubes of 1.5 cm inner diameter
and 9 cm length, coated inside with a copper wire coil harboring
the flies. Either 4, 6, 12, or 24 pulses of 100Vwere given; each pulse
was 1.2 sec long and was followed by the next pulse with an
onset-to-onset interval of 5 sec. A 15-sec long trained odor was
paired with the blue light, or electric shock, with an onset-to-onset
ISI. Negative ISI values indicated that the odor started before the
blue light or electric shock; positive ISIs indicated the reverse order
of events. At 12:00 min (13:30 min for the ISI = 360-sec group in
Fig. 1B and throughout Fig. 4) the flies were transferred out of
the setup into food vials, where they stayed for 16 min (14 min
30 sec for the ISI = 360-sec group in Fig. 1B and throughout Fig.
4). Then, either the next training episode or the test ensued. In
Figure 1D-right and Supplemental Figure S4, the test took place
∼24 h after the end of training. For the test, the flies were given a
5 min accommodation period, after which they were transferred
to the choice point between the two odors used during training.
After 2 min (30 sec in Supplemental Fig. S6), the arms of the
maze were closed and the flies on each side were counted to calcu-
late a preference as:

Preference = (#Trained odor − #Control odor) × 100/#Total, (1)

# indicates the number of flies found in the respective maze-arm.
Two subgroups of flies were trained and tested in parallel. For
one subgroup BA was the control odor and OCT was trained; for
the second subgroup contingencies were reversed. An associative
memory score was obtained based on the Preferences from the
two subgroups as:

Memory score = (PreferenceOCT + PreferenceBA)/2. (2)

Subscripts of Preference indicate the respective trained odor.
Positivememory scores reflected learned approach, negative values
learned avoidance.

For innate odor preference assays, the flies were loaded into
the setup at 0:00 min, then at 5:00 min transferred to the choice
point of a T-maze between a scented and an unscented arm to
distribute for 30 sec. A Preference was calculated as:

Preference = (#Scented − #Unscented) × 100/#Total. (3)

Memory scores and Preferences were analysed using Statistica ver-
sion 11.0 (StatSoft) and R version 2.15.1 (www.r-project.org) on a
PC.We used Kruskal–Wallis tests (KW-test) to probe for differences
across more than two groups, Mann–Whitney U-tests (U-test) for
pair-wise comparisons, and one-sample sign tests (OSS-test) to
compare scores of a group to zero. Experiment-wide type 1 error
rates were limited to 0.05 by Bonferroni–Holm corrections.
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